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PhD Keywords

Explainable AI

Task Planning Constraint Satisfaction

Human-Robot(s) Collaboration

PhD goal:
Extend and apply ideas from previous explainable planning work

to rich (temporal, numeric, hierarchical...) planning and execution !

around the planner Aries (hybrid CP/SAT-based, lifted plan-space search)
https://github.com/plaans/aries

In this presentation:
Some examples and illustrated ideas from Explainable AI planning.
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Oversubscribed problems and iterative planning

Real problems are generally oversubscribed:

• Our demands are not feasible together, given the available resources.
→ Need to make a tradeoff... But how to choose one ?

The possible tradeoffs must be identified, analysed, & presented to us.

→ Need explanations about them.

Iterative planning approach

→ Address oversubscribed problems with a step-by-step negotiation
process between the user and the planning system.
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Example: Motivating multi-agent scenario

Operator Operator
Interactive

Planning and
Control System

Robot 1Robot 1

Robot 2Robot 2

Robot 3Robot 3

Request

Answer
(Plan or Explanation)

Plan
Feedback
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• Operator: Can you deliver packages P1, P2, P3, P4 to L2, L4, L7, L7

using only truck T1 ?
• System: No. Because neither { P1, P2, P3 } nor { P1, P2, P4 } can

be delivered with the given amount of fuel for T1. 5



Example: Motivating multi-agent scenario
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P4

• Operator: Can you deliver P1, P2, P3, P4 to L2, L4, L7, L7 using only
trucks T1 and T3 ?

• System: Yes. Here’s a plan achieving that.
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Example: Motivating multi-agent scenario
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• Operator: In this plan, why does T3 take road L5L4 rather than road
L3L4 ?

• System: Because T3 taking road L3L4 would result in more fuel being
used than T3 taking road L5L4 (10 instead of 9). 5
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During execution, when T3 is at L5 and T1 is at L2, road L5L4 is
suddenly blocked
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• System: The plan is not achievable anymore as L5L4 is now blocked.
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Example: Motivating multi-agent scenario
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• Operator: Is there another plan still satisfying our requirements ?
• System: No. Because P2 cannot be delivered to L4 without using

T2, as T1 and T3 do not have enough fuel remaining.
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Example: Motivating multi-agent scenario
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• Operator: Then find a plan that uses truck T2.
• System: Here’s a plan achieving that.
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Explanation structure

In the example: explanations given in natural language.

→ Mathematically, they are Minimal Unsatisfiable Subsets (MUSes)
(or ”minimal conflicts”) of specifications (preferences, constraints...).

Ex: {P1, P2, P3, T1, fuel0(T1) ≤ 13} and {P1, P2, P4, T1, fuel0(T1) ≤ 13}
are two MUSes for {P1, P2, P3, P4, T1, fuel0(T1) ≤ 13}

→ With model M and goals G , F ⊆ G is a MUS of goals
iff M ∪ F |= ⊥ and ∀F ′ ⊊ F , M ∪ F ′ ̸|= ⊥

→ Related: H ⊆ G is a Minimal Correction Subset (MCS)
iff M ∪ (G \ H) ̸|= ⊥ and ∀H ′ ⊊ H, M ∪ (G \ H ′) |= ⊥

Ex: {fuel0(T1) ≤ 13} and {P3, P4} are two MCSes.
Corollary: an MCS is trivial feasible relaxation.

MUSes and MCSes are minimal hitting sets of each other.
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Explanation structure

Computing explanations boils down to:

→ Finding MUSes (or MCSes/relaxations) of some infeasible problem(s).

9



Example: Beluga use-case (Airbus)

Logistics planning problem at an aircraft assembly site. Need to schedule:

• Unloading jigs1 from incoming Beluga aircrafts (in order).
• Delivering jigs to associated production lines (in order).
• (Optionally) Loading emptied jigs into outgoing Belugas (in order).

Rack system to slide jigs between ”Beluga” and ”factory” sides of the site. ↖
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Example: Beluga use-case (Airbus)

Sometimes, costly ”swap” operations may be needed:

• Trailer picks up a jig from (the end of) one rack1, and put it back on rack2.

Some preferences of human planners2:

• Fewer than N swaps

• At least one rack always empty

• Rack r always empty

• Jig j never on rack r

• ...
• Jig1 delivered to production line pl1 before jig2 delivered to production line pl2

Possible incompatibilities between unload/load/deliver tasks, preferences...
→ Explain by finding their MUSes !
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• Fewer than N swaps

• At least one rack always empty

• Rack r always empty

• Jig j never on rack r

• ...
• Jig1 delivered to production line pl1 before jig2 delivered to production line pl2

Possible incompatibilities between unload/load/deliver tasks, preferences...
→ Explain by finding their MUSes !
2For less execution time, more robustness towards uncertainty...
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Example: Beluga use-case (Airbus)

beluga1

beluga2

beluga3

beluga4

typeDjig02 (typeE)

jig03 (typeE)

typeE

jig04 (typeD)

rack01 (size 39)

jig01 (typeD)

rack02 (size 32)

h01

h02

pl01 jig04, jig03, jig02

(Initially, jig01 is on rack01 and is empty)

Goals / preferences:

• Unload jig02 from beluga1, jig03 from beluga2, jig04 from beluga4

• Load a TypeD jig into beluga1, a typeE jig into beluga3

• Deliver jig04, jig03, jig02 to production line pl01

MUSes (only one):

• { Load a typeE jig into beluga3, Deliver jig04 to production line pl01 }
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Example: Beluga use-case (Airbus)

Goals MUS: { Load a typeE jig into beluga3, Deliver jig04 to production line pl01 }

• More details ?

Why exactly is this a MUS ?

→ What constraints prevent it from being feasible ?

→ Enforce MUS of goals as satisfied, then find MUSes of constraints.

Ex:
{ Deliver jig04 precedes Deliver jig03,

Deliver jig04 precedes Deliver jig02,
Load a typeE jig into Beluga3 precedes Beluga3 leaves,
Beluga3 leaves precedes Unload jig04 from Beluga4 }

Particularly interesting for singleton goal / preference MUSes.
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Explanation vocabulary, Selectivity of explanations

Back to the motivating multi-agent scenario:

→ Instead of mentioning the trucks’ remaining fuel , the explanations
could cite the length of the roads...

• Hardly useful for logistics, but possibly appropriate for road construction.

→ Importance of explanations’ ”vocabulary” (or ”terms”).

Indeed, human explanations are selective

• Focus on aspects deemed important, omit others (assumed obvious).

Ex: ”Why did Bob go to the restaurant”
”Because Bob was hungry” preferred over ”Bob had money in his pocket”

Ex: ”Why can’t load typeE jig in Beluga3 and deliver jig04 to pl0 ?”
”Because Beluga3 leaves before jig04 is unloaded”
preferred over ”Not enough empty typeE jigs on site”
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Contrastivity of explanations

Explanations are also contrastive

• Address the differences between two (possibly implicit!) settings.

Ex: ”Why put jig03 on rack01 rather than on rack02 ?”
”Because jig02 already fully occupies rack02”
[”jig03 placed on rack01” vs ”jig03 placed on rack02”]

Ex: ”Why do you rob banks ?” ”Because that’s where the money is.”
[”rob banks” vs ”not rob at all”] ? Or [”rob banks” vs ”rob sthg else”] ? ...

→ Need to know what is implied in a question.

• Depends on the question, context, domain, problem...
• Typically, something we are ”surprised” about:

Ex: ”Why do you do close the door [rather than the window] ?”
surprise about the window not being closed

15
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Conclusion

Need for explanations and human-in-the-loop planning & acting:

• Motivated by real world problems being oversubscribed.

Need to account for explanations being selective and contrastive to:

• Produce simpler explanations suited to the user.
• Model diverse questions in a generic, problem independent way.

Ex: Lots of possible subtle variations:

”Why don’t you do A ?”,
”Why can’t you do A ?”
”Why do you do A rather than B ?”
”Why do you do A, but also B ?”
(Future work... Lots of logical shenanigans involved !)
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